
ResultsIntroduction

Resources
• Codebase: https://github.com/csu-signal/
loan-word-detection

Data
• Wik.onary LoanWord (WikLoW) dataset: 16 language 

pairs gathered from Wik.onary, with extensible method 
• Posi.ve loans augmented with: 
• Synonyms (similar meaning, 

different pronuncia.on) 
• Hard Nega/ves (different meaning, 

similar pronuncia.on) 
• Randoms (different meaning, 

different pronuncia.on) 
• Converted to IPA using Epitran and 

ar.culatory features using PanPhon

Algorithm
• Extract 6 edit distances from PanPhon: Fast Levenshtein 

Distance, Dolgo Prime Distance, Feature Edit Distance, 
Hamming Feature Distance, Weighted Feature Distance, 
Par9al Hamming Feature Distance 

• Extract cosine similarity between word pairs from 
mul.lingual language models MBERT and XLM-100  

• Deep neural network to score alignment between 
ar.culatory features 

• Binary classifica/on: Logis.c Regressor, Neural Network, 
Support Vector Machine, Random Forest

• Four experiments: Single Mul9lingual Model (SMM), pair-
specific models, pruned training set (Small-SMM), unseen 
language pairs
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• Loanwords: words incorporated from one language to 
another without transla.on 

• If two words sound similar and have similar meanings, this 
is (usually) too coincidental to have occurred by chance 

• We present a method to automa.cally detect loanwords 
between arbitrary language pairs 

• Account for phone.c, seman.c, orthographic, and 
ar.culatory features 

• Evaluate on 12 language pairs, 4 unseen language pairs 
• Our method achieves or exceeds SOTA and human 

performance 
• Findings suggest features of loanwords allow 

generaliza.on

Loanword counts per language 
pair

Avg. posi.ve F1 (%) of 4 classifiers

SMM neural network results (%) (1st row: realis.c distribu.on of loanwords; 
2nd row: balanced between loans/non-loans; 3rd row: all available data)

Neural network results comparing SMM, pair-specific models, and Small-SMM

F1 score vs. number of loans per pair

• Our method generalizes to unseen language pairs 
• Ar.culatory alignment most 

useful feature 
• Human comparison: fluent 

speakers selected loans from 
same test set 

• Model can beat human performance too!

Human recall vs. SMM recall

SMM performance on 4 
unseen pairs (%)

Trained logis.c regressor weights

Conclusion and Future Work
• We present an extensible method 

and novel baseline in loanword 
detec.on for arbitrary language pairs  

• Automated loanword detec.on 
enables many downstream tasks 

• Loanword knowledge is useful in, 
e.g., coreference resolu.on, NER, MT 

• Parallel loanword corpora afford 
learning cross-lingual embedding 
mappings 

Using loanword knowledge in 
machine transla.on

Loanword detec.on architecture
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