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Abstract

In this paper, we present an approach toward
grounding linguistic positional and directional
labels directly to human motions in a disori-
ented balancing task in a multi-axis rotational
device. We use deep neural models to predict
human subjects’ joystick motions and profi-
ciency in the task. We combine these with
BERT embeddings for annotated positional and
directional labels into an embodied direction
classifier. Combining contextualized BERT
embeddings with embeddings representing hu-
man motion and proficiency can successfully
predict the direction a hypothetical human par-
ticipant should move to achieve better balance.
Our accuracy is comparable to a moderately-
proficient human subject, and we find that our
combined embodied model may actually make
objectively better decisions than some humans.

1 Introduction
Much of the recent success in AI can be attributed
to the meteoric rise of large language models
(LLMs), such as BERT (Devlin et al., 2019) and the
GPT family (Radford et al., 2019). These language
models facilitate coherent, grammatical text gen-
eration using high-dimensional representations of
words, sentences, and more, that preserve similarity
relations across dimensions. Although pretrained
on a enormous amount of text, there are many ways
in which they fail to demonstrate “understanding”
as commonly defined. As argued by, e.g., Bender
and Koller (2020), these models lack knowledge of
the current situational context, because that context
comes from non-textual modalities. Certain multi-
modal language models, e.g., multimodal BART-
large (Lewis et al., 2020) appear to perform bet-
ter according to certain benchmarks (Moon et al.,
2020; Kottur et al., 2021), but there remain many
important domains which for the moment appear
to be out of reach for state of the art AI.

Consider the problem of human spatial disorien-
tation. During extreme conditions, such as pilot-
ing a spacecraft, even expert humans are subject to
gravitational transitions where they may not be able
to rely on gravitational cues sensed by the vestibu-
lar system, leading to fatal accidents (Shelhamer,
2015; Cowings et al., 2018). Even on Earth, the
leading cause of fatal aircraft accidents in military
pilots is spatial disorientation (Gibb et al., 2011).

Numerical AI models, however, with direct ac-
cess to quantitative information about position and
movement, can potentially determine when a hu-
man appears to be losing control and intervene,
such as by telling the human what to do in order
to right themselves. A successful AI partner that
counteracts human disorientation to enhance task
performance in real time would need to predict the
intent of the human’s motions, make decisions with
incomplete information or under environmental un-
certainty (Weber, 1987; Talamadupula et al., 2010)
and, perhaps most importantly, foster trust in the
human (Hengstler et al., 2016).

These are not requirements that even the impres-
sive benchmark performance of modern LLMs can
meet. Successful guidance of a human through
language requires that the AI “embody” relations
between linguistic terms and the human’s situation.

In this paper we combine disambiguated and
contextualized linguistic embeddings (Wiedemann
et al., 2019) from BERT, with embeddings ex-
tracted from numerical AI models that are trained
to predict control movements and human perfor-
mance in a spaceflight-analog disoriented balanc-
ing task. Unlike the BERT embeddings, these latter
embeddings are “situated,” in that they come from
models that are trained to embody a human par-
ticipant’s position in a phase space parameterized
by angular position and velocity in the balancing
task. This combined model is trained to predict
the direction the human should move towards for



better balance given BERT embeddings that repre-
sent “thought vectors” about position relative to the
balance point, and performance and motion control
features extracted from the numerical models. We
show that predictions made by our model “agree”
on average with those made by a human with a
moderate level of proficiency in the balancing task,
and a deeper dive into misclassifications suggest
that the model may actually be performing better
in this task than the raw numerical results indicate.

2 Related Work
This paper brings together research in two distinct
and to date largely disjunct areas: multimodal lan-
guage grounding through human-AI collaboration,
and mitigating the effects of spatial disorientation.
This section discusses relevant work in these two
domains and our goals in synthesizing them.

The Collaborative Research Center’s Situated
Artificial Communicator project was a significant
early attempt to model the integration of language
and sensorimotor skills in a situated context (Rick-
heit and Wachsmuth, 2006). Recent work in multi-
modal conversational modeling has continued sim-
ilar lines of research with multimodal Transformer
architectures (Chen et al., 2020; Hu et al., 2020).
Other relatively recent work attempts to integrate
neurally-encoded robotic arm control with guid-
ance and instruction through dialogue (She et al.,
2014; She and Chai, 2017).

Alomari et al. (2017a) use unsupervised learning
for concepts such as colors, names and activities
by an autonomous robot. Alomari et al. (2017b)
combine PCFG trees and visual feature clustering
to ground video depictions of actions to linguistic
labels. Ilinykh and Dobnik (2022) find that lan-
guage models in a multimodal task setting learn
different semantic information about objects and
relations crossmodally and unimodally (text-only).

Importantly, though, these lines of research sub-
sume all grounding and multimodality under com-
binations of language and vision, to the exclusion
of other channels, and where AI and humans inter-
act, the interaction focuses on humans guiding AI,
not AI assisting humans. Our work brings in modal
channels directly related to human motion in a sit-
uated environment, to train an AI that ultimately
assists humans to mitigate spatial disorientation.

While there is a wide and varied body of research
from the neuroscience and biomechanics communi-
ties on other modal information channels, such as
human spatial awareness, AI has largely not been

applied here.
Rupert (2000) presents a tactile stimulation sys-

tem that provides intuitive orientation information
to aircrew and operators of remote platforms and
is compatible with a pilot’s natural sensory system.
Intelligent control of such a system could help pro-
vide pilots with appropriate cues in disorienting
situations, but only if human proclivites in such
situations are well-understood and modeled.

Vimal et al. (2016) use a multi-axis rotation sys-
tem (MARS) device programmed with inverted
pendulum dynamics to investigate learning in a
dynamic balancing task about an unstable equilib-
rium point. Subjects attempt to remain balanced
by applying joystick deflections to control the mo-
tion of the device, and the authors find that sub-
jects improve their performance by making fewer
destabilizing joystick movements, and more persis-
tent short-term joystick movements intermittently.
Later, they further investigate learning about dif-
ferent roll planes (vertical, horizontal) that dis-
rupt the natural orientational capabilities of hu-
mans, combined with the role of gravitationally-
dependent otolith and somatosensory cues in the
learning of the balancing task (Vimal, 2017; Vi-
mal et al., 2017, 2018, 2019, 2022). They find
that absence of gravitationally-dependent otolith
and somatosensory cues degrades balancing per-
formance. However, their findings also indicate
that balance control can be enhanced in situations
lacking gravitationally dependent position cues as
in weightlessness, when initial training occurs with
such cues present. They also observe that some
participants re-learn how to balance themselves in
the disorienting condition, demonstrating learning,
while others do not. Data from this line of research
is used in this paper.

Recent work in this line of research has begun
to use machine learning and AI techniques, pro-
viding a path forward to integrate the two afore-
mentioned broad areas. Vimal et al. (2020) group
subjects performing the balancing task in the hori-
zontal roll plane (HRP), without any gravitational
cues, into performance proficiency categories using
a Bayesian Gaussian Mixture model. Wang et al.
(2022) use the same data to train a stacked gated re-
current unit (GRU) model to predict the occurrence
of crashes (where crash boundaries are set to ±60°
from the balance point) 800ms in advance. Our
work extends this line of research toward modeling
human behavior in the balancing task so that AI
can predict and counteract disorientation.



Figure 1: The multi-axis rotation system (MARS), pro-
grammed with inverted pendulum dynamics, in the ver-
tical roll axis (left) and the horizontal roll axis (right).
Straight grey arrows represent the direction of balance
(DOB). Placing participants in the horizontal roll plane
disrupts normal gravitational cues, making the balancing
task disoriented (figure courtesy of Vimal et al. (2020)).

3 Dataset
We use data and performance proficiency labels
from Vimal et al. (2020) which are further ex-
plained below. Additionally, we further annotate
the data with grounded positional annotations and
directional labels for training an embodied AI clas-
sifier that predicts optimal direction of movement.

3.1 MARS Data
The data is collected from 34 consenting healthy
adult participants (18 females and 16 males, µ ≈
20.4 years old, σ ≈ 2.0 years) with no prior experi-
ence in the Multi-Axis Rotation System (MARS).

The MARS was programmed with inverted pen-
dulum dynamics about a horizontal roll axis as
shown in Fig. 1 and controlled by a joystick.
MARS dynamics were governed by the equation,
θ̈ = kP sinθ, where θ is the angular deviation from
the direction of balance (DOB) in degrees, and kP
is the pendulum constant. Here, a pendulum con-
stant of 600◦ · s−2 (≈ 0.52Hz) was used. Crash
limits restricted the angular range of the MARS to
± 60◦ from the DOB. Angular velocity was lim-
ited to ± 300◦ · s−1, and angular acceleration to ±
180◦ ·s−2. Every ∼ 0.02s, a velocity increment pro-
portional to the joystick deflection was added to the
MARS velocity and computed by a Runge-Kutta
RK4 solver to calculate the new MARS angular po-
sition and velocity. The latency between a joystick
deflection and a change in MARS angular velocity
was 30ms over the observed range of MARS spec-
tral power of 0 to ∼0.75Hz (further experimental
details in Vimal et al. (2020)).

Fig. 2 shows a segment of trial data from a rep-
resentative participant showing changes in angular
position (blue), angular velocity (red) and joystick
deflection (green). We can see that this participant

Figure 2: A segment of trial data from a medium profi-
ciency participant showing angular position (blue), an-
gular velocity (red) and joystick deflection (green). The
participant just barely prevents a crash as the MARS
angular increases to +50◦ from DOB.

was able to just barely avert a crash as the MARS
angular position reached +50◦, or 10◦ from the
crash boundary.
3.2 Proficiency Labels
Vimal et al. (2020) clusters participants based on
their balancing performance using various engi-
neered features, such as:

• Crash frequency equals the number of
crashes in a trial divided by the trial duration.
Higher values correlated with poorer balanc-
ing performance. Proficient participants had
a mean crash frequency of 0.002Hz and not
proficient participants had a mean crash fre-
quency of 0.11Hz.

• Anticipatory joystick deflections are those
that removed energy from the MARS by de-
celerating it as it was moving toward the DOB.
Anticipatory joystick deflections can help sta-
bilize the MARS; they are often used when
poor control leads to high velocities near the
balance point. As participants learn to sta-
bilize the MARS the percentage of anticipa-
tory joystick deflections decreases. 0.2% of
proficient participants’ deflections were clas-
sified as anticipatory while not proficient par-
ticipants used this strategy 14% of the time.

• Destabilizing joystick deflections accelerate
the MARS away from the DOB. Proficient par-
ticipants made destabilizing deflections on av-
erage 0.0005% of the time and non-proficient
participants made them 4.8% of the time.

Vimal et al. (2020) trained a Bayesian Gaussian
Mixture model using these features that clustered
participants into three distinct groups Proficient (or
“Good”), Somewhat Proficient (or “Medium”), and
Not Proficient (or “Bad”) based on their balanc-
ing performance. Participants were clustered based



on their performance after 2 days of trials, mean-
ing that some proficient participants demonstrated
substantial learning in the task over the successive
trials, and occasionally some non-proficient partic-
ipants’ performance actually became worse with
repetition. These are the same per-participant pro-
ficiency labels we use here.
3.3 Positional & Direction Labels
To ground the situated numerical features from the
MARS to a linguistic representation, we annotate
the numerical features with sentences that represent
position relative to the DOB, or simply put, with
possible answers to the question “where am I?”
given the numerical features. For example, if they
are far off to the right of the DOB, a human may
think “I have drifted more towards the right” or
if they think they are balanced near the DOB the
equivalent thought may be “I think I am somewhere
in the center”. These sentence annotations were
generated by third-party annotators for each of the
three regions; left (< −20◦ from the DOB), right
(> +20◦ from the DOB), and center (within ±20◦

of the DOB), within a total possible range of ±60◦.
For the direction labels, representing the direc-

tion towards which the human should move the
MARS (or deflect the joystick) for better balance
about the DOB or “where should I go?”, we again
divide it into three categories; left: deflect the
joystick with such amplitude that it prompts the
MARS to the left, right: deflect the joystick with
such amplitude that it prompts the MARS to the
right, and center: deflect the joystick with as lit-
tle amplitude as possible such that there is little
to no change in the position of the MARS. These
are discrete, one-hot vectors depicting the “where I
should be going” grounded label, and are assigned
using the joystick deflection made after the look-
ahead time. The direction labels are defined as left:
< −0.2, right: > +0.2, and center: between −0.2
and +0.2. +1 and -1 represent full deflection.

4 Methodology
Our goal is to combine representations of motion
and performance proficiency, which are learned
from data directly capturing human embodiment
during the MARS balancing task, with linguistic
representations of the position and directional con-
cepts involved. A successful model is one which
can predict the label for the best direction of motion
given the current circumstances by learning corre-
lations between motion, proficiency, and linguistic
representation.

Figure 3: Overview of the embodied model architecture.

The model architecture, shown in Fig. 3, can
be divided into five parts: (1) data preprocess-
ing; (2) a joystick-deflection predictor of imme-
diate future action; (3) a performance proficiency
classifier, which provides a high-level view of the
subject’s task performance; (4) BERT annotation
embeddings, which provide real-valued semantic
representations that the outputs of previous two
modules are correlated to, and (5) the combined
model, or embodied direction classifier (EDC).
4.1 Data Preprocessing
For each trial in the data, we use a fixed sliding
window technique to extract segments of joystick
deflections, angular velocity and position where
the user was in control and no crashes occurred for
the given look-ahead time y seconds in the future.

For each viable window extracted, we assign a
random sentence annotation for the region corre-
sponding to the user’s average position in the win-
dow, e.g., “I think I am somewhere in the center”
or “I have drifted more towards the right.”

The processed data has two parts for each sam-
ple, (1) the MARS machine features i.e. joy-
stick deflections, position and velocity and (2) the
grounded position annotations.
4.2 Joystick-Deflection Prediction Model
Using the processed data on angular position, an-
gular velocity and joystick deflections, we train a



deep feedforward neural network model (see Sec. 5
for hyperparameters) to predict how much the joy-
stick should be deflected to keep the user balanced.
Inputs are the 1000ms segments of joystick deflec-
tions, positions and velocities, and target values
are the joystick deflections made 400ms in the fu-
ture. Essentially, once operationalized, this model
should tell how a user should deflect their joystick
to balance themselves1.
4.3 Performance Proficiency Classifier
To account for how well a user is performing the
balancing task, we build a neural performance clas-
sifier that is able to tell us the user’s ability to dis-
cern and gauge where they are in terms of position
and where they should go. The proficiency labels
are obtained from Vimal et al. (2020) (described in
Sec. 3.2). We train a deep feedforward neural net-
work model (see Sec. 5 for hyperparameters) using
the same inputs as those to the Joystick-Deflection
Prediction Model (Sec. 4.2). However, here the tar-
get labels are discrete proficiency labels of the par-
ticipant for each sample in turn; Proficient, Some-
what Proficient, and Not Proficient. This model
should output a proficiency label for each segment,
reflecting how proficient the participant is behav-
ing at that time. The final pre-classification layer
of this model outputs embeddings that are situated
within the task phase space of the task by preserv-
ing high-dimensional similarity relations between
actual direction and velocity values and task profi-
ciency.
4.4 BERT Sentence Embeddings
We use pretrained BERT to produce the pooled
sentence embedding (the embedding of the [CLS]
token) for the the position annotations for each sam-
ple. This natural language representation serves as
a rather literal “thought vector,” representing the
“where am I?” grounded positional label input to
our embodied directional classifier.
4.5 Embodied Direction Classifier
Our task is now to take the numerical models
learned from embodied human performance, and
the linguistic representations from BERT, and train
a model, the embodied direction classifier, that
grounds the linguistic representation to circum-
stances described by the numerical data.

We combine the three aforementioned models
and build a classification model that has essentially

1400ms is slightly below the reaction time of average hu-
mans (Nagler and Nagler, 1973) and well above the reaction
time of trained pilots (Binias et al., 2020).

embodied the operational physics of the disorient-
ing balancing task through human performance
data, and has grounding annotations of positional
language (“where am I?”). This classifier takes
these inputs to predict the grounded directional la-
bel, “where should I go?” for better balance.

Input to the EDC is three-fold. Joystick-
Deflection Embeddings are extracted for each
sample from the penultimate layer of the Joystick-
Deflection Prediction Model. These vector embed-
dings represent how much and in which direction
the user should deflect their joystick to maintain
balance. Performance Embeddings are also ex-
tracted from the pre-softmax layer of the Perfor-
mance Proficiency Classifier to represent how well
the user can gauge their position and direction. Fi-
nally, the BERT Sentence Embeddings for the
positional thought vectors are extracted. For each
sample, these three vector embeddings are concate-
nated and passed to the model.

The EDC is trained to predict the grounded di-
rectional labels, i.e., left, right, and center, which
represent the “where should I go?” aspect in the
balancing task. In operation, this would be a cue
to a guide a human participant through linguistic
instruction to either deflect to the left, deflect to
the right, or do nothing with the joystick. Here we
simply assess the performance of the model and
how it compares to humans.

5 Evaluation
We randomly selected 12 participants from the
dataset—4 participants of each proficiency. We
use 38 of each participant’s 40 trials for the train
set and 2 for the test set. As described in Sec. 4.1,
we use a sliding window of 1000ms and a look-
ahead time of 400ms. After data processing, we
end up with about 1.7 million training samples and
80,000 testing samples, for a ∼95:5 train-test split.

All neural networks have 3 layers (100 units
each, tanh activation), and are trained with Adam
optimization for 50,000 epochs. The Joystick-
Deflection Prediction Model was trained with MSE
Loss and both the Performance Proficiency Clas-
sifier and EDC were trained with Cross Entropy
Loss and a final softmax layer. To evaluate the
performance/competence of the EDC we examine:

1. How well the model performs on average and
for each proficiency group.

2. Misclassified samples where the model “dis-
agrees” with the apparent ground truth, or the
decision the human participant had made.



(a) Overall (b) Bad

(c) Medium (d) Good

Figure 4: (a) represents the confusion matrix for the full
test set of the EDC. (b), (c), and (d) are broken down by
proficiency group over the same test set.

6 Results
Table 1 illustrates the performance of the EDC
overall and for each of the three proficiency groups.
We also show the EDC’s precision, recall, and F1
for the three target labels, i.e., left, right, and center.
Here a “correct” answer is one where the human
participant made the correct movement choice with
respect to their angular position and velocity, and
the model predicted the same movement choice.

Overall Bad Medium Good

Prec.
LEFT 73 69 76 77

RIGHT 71 73 67 74
CENTER 85 65 84 91

Rec.
LEFT 76 73 76 80

RIGHT 73 72 74 73
CENTER 84 62 81 91

F1
LEFT 75 71 76 78

RIGHT 72 73 70 73
CENTER 85 63 82 91

Acc. 80 69 78 87

Table 1: EDC performance as %.

7 Discussion
7.1 Proficiency Breakdown
In Table 1, we can see that the EDC’s performance
increases as the proficiency of the participant in-
creases. We see that the Bad proficiency group
shows lower performance on correctly grounding
the center label, i.e., these participants think they
are in the center region, but the model thinks oth-
erwise. They do appear to have a better under-
standing of whether they are in the left or right
region and balance themselves accordingly. The
Medium & Good proficiency groups have a better

Figure 5: Misclassified test samples from each profi-
ciency group (following conventions from Fig. 2). Top:
Bad participant in the right region, truth label center,
predicted label left. Middle: Medium participant drift-
ing toward left region, truth label of center, predicted
label right. Bottom: Good participant in the left region,
truth label center, predicted label right.

Figure 6: Misclassified test samples where the ground
truth labels were center but predicted as left (top) and
right (bottom), showing the spread of actual joystick
deflection vs. sample average position when the EDC
“disagrees” with the participant’s movement.



understanding of where they are in the problem
space than the Bad group, especially when the par-
ticipants think they are in the center region. For
the Good proficiency group, we see that the EDC
had an F1 score of 91% for the center label, which
means that the model agrees with their decision
to do nothing drastic when they are in the center
region roughly 91% of the time. This is likely due
in part to the fact that many Good (or proficient)
participants are able to remain balanced within the
center region for most of their trials.

Fig. 4 provides a deeper insight into the what
kinds of samples are commonly confused with each
other by the EDC. Regardless of proficiency group,
the center labels is more often misclassified as left
or right than the reverse. This is likely due in part
to there being more center labels in the dataset
overall (due to Medium and especially Good partic-
ipants successfully keeping themselves balanced),
however the confusion matrices further validate
the performance of the model for each of the three
proficiency groups: the Bad group has the most
confusions and the Good group has the least. The
EDC is able to combine the embodied numerical
and language representation channels and deter-
mine that when a person is in the central region,
they should not attempt to move out of it.

Bad participants, meanwhile, are all over the
place, and spend ∼72% of the time moving either
left or right (for the correctly classified samples)
whereas Medium and Good participants spend an
average of 42% and 25% of their time, respectively,
moving left or right. The rest of the time is spent
making slight, intermittent movements to remain in
the center. They do better at avoiding destabilizing
deflections, which the EDC picks up and outputs as
directional labels that describe doing just that. Our
model, which is trained on data from all proficiency
groups, makes decisions that align, in aggregate,
with those of a Somewhat Proficient participant.

7.2 Analysis of Misclassified Labels
While the overall metrics for the EDC’s perfor-
mance are promising, and it performs particularly
strongly on Good participants, those numbers do
not tell the whole story. Fig. 5 shows one sample
from each proficiency group that have a ground
truth label of center but are predicted as left or
right by the model. Fig. 5 (top) shows a participant
from the Bad proficiency group positioned in the
right region, closer to the crash boundary, velocity
increasing as they deflect the joystick to the right

as well (a destabilizing joystick deflection). The
truth label here is center as the participant does not
move the joystick for 400ms after the end of this
sample, but the model predicts that the participant
should deflect to the left, which appears to be ob-
jectively more correct than the “ground truth” label
is. Therefore the training data itself may actually
include noise introduced by subpar participants’
suboptimal movements, but the EDC is actually
able to learn better intuitive representations from
the combination of embodied data and language
data from better participants. Fig. 5 (middle and
bottom) shows that participants from the Medium
and Good proficiency groups respectively, are also
occasionally prone to the same situations faced by
the participant in top sample, and sometimes make
mistakes. Here, the Medium and Good participants
are both either in or moving closer to the left region
and classifier predicts that the participant should
deflect to the right, despite a ground truth label of
center. This shows that the EDC does learn a better
model of both disoriented balancing task perfor-
mance and in-the-moment guidance through lan-
guage by learning from multiple participants. If the
model were reevaluated against expert/common-
sense judgments of optimal human actions, the
metrics in Table 1 could rise substantially. In addi-
tion, by accurately predicting subpar actions, the
EDC may be used to guard against them.

Fig. 6 shows samples labeled center where the
human does not move the joystick but the classifier
predicted an optimal movement to the left (top plot)
or right (bottom plot). The graphs themselves show
the joystick deflection on the Y-axis vs. sample
average position on the X-axis. In Fig. 6 (top),
many samples are clustered just right of center with
joystick deflection to the left (bottom part of the
plot). The opposite is true for the bottom plot, with
deflections clustered right of center while average
position is just left of the DOB.

If we examine these plots by participant pro-
ficiency, the Proficient and Somewhat Proficient
samples remain mostly in the center region, close
to the DOB. These participants make slight joystick
deflections to remain within 20◦ of the DOB, but
the model predicts that the best move is a stronger
deflection in one direction. These may be cases
where the participant is technically within the cen-
ter region but perhaps close to a left/right boundary.
The Not Proficient participants have a much wider
spread of average positions where they make close



to no deflection of the joystick. The EDC disagrees
with them, demonstrating both the noise in the data
when non-proficient participants’ actions are taken
as ground truth, and the ability of the EDC, despite
this, to make objectively “good” decisions in the
context of this task. The numerical performance
of the model (Table 1) goes up as participant pro-
ficiency goes up, but in fact this reveals that the
model is already able to make objectively good
decisions, and as human performance improves
and participants get better at balancing and become
more likely to remain in the center region or re-
cover from drifts, the human decisions are more
likely to match these. This suggests that a com-
bined embodied-linguistic method as demonstrated
here may be suitable for guiding humans in such
a task in real time. The EDC appears to actually
display some understanding of the correlation be-
tween position and velocity in the problem space,
and discrete directional labels.

8 Conclusion
The ultimate goal of this work is to train an AI
model that can give guiding cues to a human partic-
ipant in real time to improve their performance in
an embodied task such as the MARS balancing or
similar. Successful guidance of a human through
language requires that the AI “embody” the relation
between linguistic terms and the situation inhabited
by the human. Here we have presented evidence
that an AI model can be trained to ground direc-
tional labels to embedding-level representations of
angular position and velocity, and can do so in a
way that is sensitive to the proficiency level of a
participant in this task, if that information is pro-
vided as input. These grounded labels can serve
as cues to a human participant, as the AI considers
the situation and answers “where am I?” with an
answer to “where should I go?” (e.g., “I am drifting
to the left. I should deflect more to the right.”).

Our model, EDC, trained on data from partic-
ipants of all proficiencies, displays apparent per-
formance on par with a Somewhat Proficient par-
ticipant, but a deeper dive into misclassifications
reveals that even though the training data itself is
noisy, as the ground truth is taken to be the ac-
tual actions of the participants, even non-proficient
ones, our model’s apparent mislabels may actually
be better decisions than those of study participants.

8.1 Future Work
Given the nature of the task and the need for imme-
diate response by humans, is a linguistic cue really

the best cue to use in this case? While disoriented,
humans may not respond as quickly to language
cues; perhaps visual or vibrotactile cues are more
apt for prompting faster responses. Further experi-
ments need to be carried out in real time human-AI
collaboration in this task (e.g., what kind of AI cues
help humans perform better?). Nonetheless, the
language input seems to be important to the model
for predicting directional guidance, regardless of
how that guidance is ultimately expressed. Another
feature that could improve our situated embodied
model is speed of the MARS, i.e., adding thought
vectors representing things like “too fast” or “in
control” to positional thought vectors could bolster
the combined model’s effectiveness as a counter-
measure to disorientation by factoring in gradations
for things like speed or amount of deflection, which
would be important for actually guiding humans in
the MARS task where continuous joystick deflec-
ton is being applied.

In future work, we plan ablation studies to quan-
tify the effect of each type of embedding, in par-
ticular the precise role of language. By taking the
existing sentence annotations and automatically
transforming them into alternate phrasings (e.g.,
“I think I am somewhere in the center” → “I am
somewhere in the center”), we can quantify the
differences in sentence and contextualized word
embeddings, and the resultant predictive power of
the EDC. We are also adapting the virtual inverted
pendulum environment of Vimal et al. (2020) to
facilitate additional high-throughput studies where
we can experiment further with language, e.g., by
having subjects call out their perceived direction
in real time, or having other trained humans give a
subject real-time linguistic guidance. The interme-
diate models themselves—the joystick-deflection
predictor and proficiency classifier—can be im-
proved using techniques like LSTMs and GRUs
to pick up on time-series patterns. Furthermore, to
be an effective partner for an average human, our
models would need to be trained to predict direc-
tions for lookahead times greater than 400ms to
account for different human reaction times.
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